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International Institute for
Technology and Management
Tutoring Sheet # 2b T

Unit 04b : Statistics 2

1. i. From your tables find the probability that there are at least 6 successes for
the binomial distribution with 17 trials and probability of success 0.35.
ii. From your tables find the probability that X > 7 when X has a Poisson

distribution with mean 4.5.
For this, one needs familiarity with the statistical tables used in the examination
room. It is best to use them when revising for the exam. Typical calculators in
use by candidates can’t give a correct answer as easily as the tables.

i. For the binomial probability one needs the complementary probability to that of
no more than 5 successes:

P(X26)= 1-P(X <5)= 1-0.4197 =0.5803

ii.For the Poisson probability one should look for the complementary probability to
that for no more than 6:

P(X>7)=1-P(X<6)=1- 0.8311=0.1869
Remember that the table show cumulative probabilities.

5. Consider two random variables X and Y. X can take the values 0, 1 and 2 and ¥ can take
the values 1 and 2. The joint probabilities for each pair are given by the following table.

X=0|X=1]X=2
11 01 | 02 | 03
21 01 | 0.1 | 02

Y
Y

Il

Let Z = max (X,Y) be the larger of the two variables. Find E(Y), E (Y|X = 1), E(Z) and
E@ZIX=1).

Ly =EY)=Dyp,(Y) =1 X(0.1+02+03)+2x (0.1+0.1+0.2)=14
y
PX=x)= Py (X)=D Py (X,¥) = P(X=1)=0.2+0.1=0.3
y

Pyy (X, Y)

=P (Y=1|X=1)=02/03 =2/3
Py (X)

Py‘x(ylx):
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Similarly, P(Y=2|X=1)=0.1/0.3=1/3
E(Y‘X):Zyp”x(x,y) = E(Y|X=1)=1 X 2/3+2 X 1/3=4/3
y

E(Z)=1% (0.1 +0.2) +2X(0.3+0.1+0.1+02)=17

Now P(Z=1|X=1)=P(Y=1|X=1)=2/3
P(Z=2|X=1)=P(Y=2|X=1) =1/3

E(Z)=1X 2/3+2X 1/3= 4/3
3. The random variable X has a density function given by

2
fe) =

defined over the region 0 < x < 1. Find Pr(X > 0.8/X > 0.6), E(X), Var (X) and
Cov (X,}lf).

0.8 2
1_I3X +2de
P(X >0.8) 0 2
P(X>08]X>0.6)= P(X506) . aizx .
RO [

0 2
1 2
E(X) = jx%x = 17/21
0

1 2
Q) = | xz%m .......

Var(X) = 0E(x2) —EXX)=.......

1 1 1 113x% +2x
Cov( X ’Y)_ E(X'Y) - E(X)E(Y) =1 - (17/21) !}

de: .......

4. The random variable X is normally distributed with mean 0 and variance 9.

Find Pr(X>3.6| X>18) and Pr(|X|>36| |X|>18)

The standard deviation is 3. So
CPr(x>36) 1-®€2) 1-®(1.2) 1-08849
CPe(X =1.8) 1-®(E) 1-®(0.6) 1-0.7257
pr(X|>3.6) 20-®E2) 1-®(1.2) 1-08849

= = = =0.4196.
Pr( X |>1.8) 2(0-@(2)) 1-d0.6) 1-0.7257

Pr(X =3.6|X >1.8) =0.4196. Also

Pr{X|>36|X[>1.8)=
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5. Consider two random variables X and Y. X can take the values -1, 0 and 1 and Y can take
the values 0, 1 and 2. The joint probabilities for each pair are given by the following table.

X=-1{X=0|X=1
0| 0.1 0.2 0.1
1 0.1 0.05 | 0.1
2| 0.1 0.05 | 0.2

i e
I

a) Calculate the marginal distributions and expected values of X and Y.
(9 marks)

PX=x)= Py (X)=>D_ Py (X, ¥) = The marginal distributions of X are obtained
y
by computing column sums:

P(X=-1)=0.1+0.1+0.1=0.3

P(X =0)=0.2 +0.05 + 0.05 = 0.3
P(X=1)=0.1+0.1+02=0.4

Ly = E(X) = D Xpy (X) = (-1)(0.3) + (0)(0.3) + (1)(0.4) = 0.1
P(Y=y)= py(Y) =D Pyy (X, ¥) = The marginal distributions of X are obtained

by computing row sums:

P(Y=0)=0.1+02+0.1=04
P(Y =1)=0.1+0.05 + 0.1 = 0.25
P(Y=2)=0.1+0.05+02=035

1, = E(Y) = Y yp, (Y)= (0)(0.4) + (1)(0.25) + (2)(0.35) = 0.95
y

b} Calculate the covariance of the random variables U/ and V, where U =X +¥ and V =

X-Y
(7 marks)

Cov(U,V) = E[(X+Y)(X-Y)] = E(X+Y)E(X-Y)
=E(X2- Y% - [E(X) + EMIEMX)-E(Y)]
= E(X?) - E(Y?) - (0.1+0.95)(0.1-0.95)
= E(X%) - E(Y?) - 0.8925

E(X) = 3 X*py (X) = (-1)(0.3) + (0)%(0.3) + (1)%(0.4) = 0.7

E(Y) = > y2py (Y) = (0)%(0.4) + (1)%(0.25) + (2)%(0.35) = 1.65

y
Cov(U,V) = E(X?) — E(Y?) - 0.8925 = 0.7 — 1.65 — 0.8925 = -1.8425
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¢) Calculate E (V|U =1)
(7 marks)

U =1 can be obtained by the pairs (X,Y) ={(-1,2), (0,1), (1,0) }
The corresponding values of Vare :-3,-1,1

U=x+y=1
V=x-y=-3 0.1
V=x-y=-1 0.05
V=xy=1 0.1

PU=1)= p,(u)=>_ py (u,v) =0.1+0.05+ 0.1 =0.25 ( sum of column)
\Y

Pyy (U,V)

u

PV‘U(V|U)= =>P(V=-3|U=1)=0.1/0.25=2/5
P(V=-1|U=1)=0.05/0.25=1/5
P(V=1|U=1)=0.1/0.25=2/5

E(VV)= 2VPy, (U V)= (K= Y) Py (X HY. X =)

Hence E(V|U=1)= (_3)(2/x5—)y+ (-1)(1/5) + (1)(2/5) =-1

d) The random variable W has the same distribution as X and the random variable Z has the

same distribution as ¥. The random variables W and Z are independent. Write down the
table for the joint probabilities of W and Z and calculate their covariance.

(7 marks)
From part (a) :
P(X=-1)=0.1+0.1+0.1=0.3 , P(Y=0)=0.1+02+0.1=04
P(X=0)=02+0.05+0.05=03 ,P(Y=1)=0.1+0.05+0.1=0.25
P(X=1)=0.1+01+02=04 ,P(¥Y=2)=0.1+0.05+0.2=0.35
W=-1 W=0 W=1
Z=0 0.3X0.4 0.3X0.4 0.4%X0.4
Z=1 0.3x0.25 0.3%0.25 0.4X%0.25
Z=2 0.3X0.35 0.3X0.35 0.4%x0.35
The covariance is of course 0 since they are independent.
12x%(x + 1)

6. The random variable X has density function given by f (X) = -

defined over the region 0 < x<1.
(a) Calculate Pr (X>0.5| X>0.25) and E (X).
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a)
0.8 130® p1202 .
- S PriX =0.5) - ), edx
. - E - }Ir _ | A )
Pr(X > 0.5X > 0.25) = Prit=02)  1_ fﬂ T5 1or? pisa? |y
|:| [

=0.911.

_ 12" +12:1= 121 1y B __ 2T _ =~
1|'ILI fl:l Ll\—T[E—FEJ—W———ﬂJJl

T
(b) Calculate Cov( L L
u \4 5
1+ X X?

1 1 127 4
E (\_4-1) = Jo Fdx=3

x 1 12(z41) 18
E(gs)= [, ——dx=1

1 142 12
E (.;x+1;.x~) o 7AX=F

- . 1 2
and so Cov (\_-I-l Tf) =3 -

7. Consider two random variables X and Y. They both take the values 0, 1 and 2. The
joint probabilities for each pair are given by the following table.

X=0 X=1 X=2
Y=0 0.10 0.06 0.14
Y=1 0.08 0.06 0.16
Y=2 0.20 0.08 0.12

(a) Calculate the marginal distributions, and the expected values of X and Y.

(XN =0)=0.104+0.08 + 0.20 = 0.38,

Pr(X 1| =0.06 4+ 0.06 +0.08 = 0.20, Pr(X =2) =0.14 4+ 0.16 4+ 0.12 = 0.42,
(
(

=010 +0064+014=030, Pr(Y =1)=0.08+0.06 4+ 0.16 = 0.30 and
' =|| 20 40058 +0.12 =040, So
EFiX)=0=x038+1=x0204+2 =042 =1.04

E(Y)=0x0304+1x0304+2x0.4=1.1,
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(b) Calculate E(X|Y=1)and E (X |X+Y=3).
We have that:
PX=0y=1=5%%

8

0. 0
(% — f_ 1y — DOE _ & _
PIX=1Y=1)= = = 35 =

and
T — MY = j — —Dlﬁ — ﬁ — i
PX |} 1) =53 3 15

and therefore

E(X[Y =1)=0x 1t +1x ++2x 4= =12 = 1.267.

We al=o have

P(X +Y =3)=0.16+0.08 = 0.24

and so
- - gy 08 1
PX=1X+1 _3»'_0.24_3
and
P(_F:-}|‘\F+}r:3:|:%:%_
Henee

E(X|X4+Y =3)=1x3+2x3=25=166T.
(c) Define U =|X —1| and V =Y. Calculate the covariance of U and V.

Here is the table of probabilities:

=0 =1
V=0 006 0.24
V=1 0.06 0.24
V=2 008 0.32

We then have Pr (U7 =0) = 0.06 4 0.06 4 0.08 = 0.2, Pr ([l = 1) = 0.24 + 0.24 4+ 0.32 = 0.8.
Of cowrse Pr(V =0)=0.3, Pr(V =1)=0.3 and Pr(VV =2) =0.4. So

EU)=0x02+1=x08=085,
E(Vy=E(Y)=11
and
E(UV)=1=x0.2442 x0.32 = 0.88.
Henece Cov (I, V) = 0.88 — 0.8 x 1.1 = 0. (6 marks).
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(d) Are U and V are independent variables? Explain your answer.

The fact that their covariance is 0 1= not enough to show that they are independent.
However the table of probabilities can be rewritten as

r=a r=1

V=0 02x03 08=x03
V=1 02x03 08x03
V=2 02=x04 0.8=x04

T
J)

We abserve that Pr(I/ =1,V = 3) = Pr (U = 1) Pr(V = j) for all possible pairs (¢, 7) and so

they are independent.

Note that all pairs have to be checked. (5 marks).

8. Consider random variables X and Y with joint density function
k(3x —2) O<y<x<5
fxv (X’ Y) = {

0 otherwise
(a) Find k.

To find & we choose it to ensure that the total probability is 1. See the same being checked
in Example 4.2.10. For 0 < = < 2,

fx(r)= f k(3z — 2)dy = k(3x — 2)y|g = k(3z — 2)x = k(3x? — 21),
0

and for x outside this domain, fx (x) = 0. Integrating over r (we need only the range for
which the density is positive)

1= f fx(z) = f k(3z% — 2z)dr = k(z® — 2% 3 = k(8 —4) = 4k,
0

So k=1/4,

(b) Find fx (X). Hence evaluate E(X).

As above we have

0 <0
a
fx(z)=Q 2= oz
0 T = 2,

2 2 A
E(X) = f r(3z2—2zx)/ddx = f (32%—22%) f4dr = (32 /4 — 22°/3) /4|, = (12—16/3)/4 = 5/3.
0 0
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(c¢) Write down an expression for fy x (y|X). Find E(Y | X) and hence evaluate
E(Y).

The conditional density is defined only for 0 < = < 2. For 0 < y < =,

fxyl(z.y) B (3x —2)/4 Y
fx(@  @e2-2o/4 T

fyix (ylz) =

This is a uniform density over (0, z). One should write the conditional density in full (for
0<x<2)as

e
LA
=

frix (ylx) =

o = o
s
Bo
r
el
M
|

M

For 0 < = < 2,

=22/(2z) = /2.

EY[X =x) =f ufyx (v|r)dy =f v/xdy = v*/(2z)|,
0 u]

This is obvious anyway because the conditional distribution is a uniform density over (0, ).
Then
it
E(Y)=F[E(Y

X)) =EX/2)=E(X)/2=5/6.
(e¢) Evaluate P(2Y > X).

The region 2Y > X is the region where ¥ = X /2, so the probability required is obtained by
integrating the joint density over the region U < x < 2, x/2 < y < r. It is obvious from the
uniform conditional distribution of Y| X that this probability is 1/2, but we will carry it
through, first integrating over y and then x. The calculations amount to finding the
probability for the second half of a uniform distribution.

2 =
P{2Y = ."\']:f f Ix vz y)dydr
f f _iFy|\ t,r|:|:|f\|.r L’Il,l'ﬂTI
2 ]
// —Ix :cuft.rd.r—f / —dy| fx(z)dx
m.-g.?i‘ m;g.}{'
f [y/ .r|ma2]f\|.r d.r_f [(x —x/2) /2] fx (z)dx —f —fxl(x)dx
f fxlz)dr = -

L-.JI —



