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1.

 
         
   
                    For this, one needs familiarity with the statistical tables used in the examination 
                   room. It is best to use them when revising for the exam. Typical calculators in 
                   use by candidates can’t give a correct answer as easily as the tables. 
 
                  i. For the binomial probability one needs the complementary probability to that of 
                    no more than 5 successes: 
 
                    P ( X ≥  6 ) =  1 – P ( X ≤  5 ) =  1 – 0.4197 = 0.5803 
 
                ii.For the Poisson probability one should look for the complementary probability to 
                   that for no more than 6: 
                      
                   P( X > 7) = 1 – P ( X ≤  6 ) =  1 -  0.8311 = 0.1869 
 
                Remember that the table show cumulative probabilities. 
 

        
 

2.

 
 

 
 
 
 
 
      
        Yμ = E(Y) =  = 1 ∑

y
Y yyp )( × ( 0.1 + 0.2 + 0.3) + 2 ×  (0.1 + 0.1 + 0.2) = 1.4  

        P(X = x) =   P(X = 1) = 0.2 + 0.1 = 0.3  ∑=
y

XYX yxpxp ),()( ⇒

       XYP (y | x ) = 
)(

),(
xp

yxp

X

XY ⇒P (Y =1 | X = 1 ) = 0.2 / 0.3  = 2/3  
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        Similarly ,  P( Y = 2 | X = 1 ) = 0.1/0.3 = 1/3  
        =)( XYE ∑

y
XY yxyp ),( ⇒  E(Y | X = 1 ) = 1  ×  2/3 + 2 ×  1/3 = 4/3 

        E (Z) = 1×  (0.1 + 0.2) + 2× (0.3 + 0.1 + 0.1 + 0.2) = 1.7  
 
        Now     P( Z = 1 | X = 1 ) =  P (Y =1 | X = 1 )  = 2/3 
                     P( Z = 2 | X = 1 ) =  P (Y = 2 | X = 1 )  = 1/3  
 
        E(Z) = 1 ×  2/3 + 2 ×  1/3 =  4/3  
 
 3.
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 4.  The random variable X is normally distributed with mean 0 and variance 9. 
     
      Find  Pr( X > 3.6 X > 1.8 )    and   Pr( X  > 3.6 X  > 1.8  ) 
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     P(X = x) =   The marginal distributions of  X are obtained ∑=

y
XYX yxpxp ),()( ⇒

      by computing column sums: 
 
       P(X= -1) = 0.1 + 0.1 + 0.1 = 0.3   
       P(X = 0) = 0.2 + 0.05 + 0.05 = 0.3  
       P(X = 1) = 0.1 + 0.1 + 0.2 = 0.4  
 
      Xμ = E(X) = = (-1)(0.3) + (0)(0.3) + (1)(0.4) = 0.1 ∑

x
X xxp )(

      P(Y = y) =   The marginal distributions of  X are obtained ∑=
x

XYY yxpyp ),()( ⇒

   by computing row sums: 
   
       P(Y= 0) = 0.1 + 0.2 + 0.1 = 0.4   
       P(Y = 1) = 0.1 + 0.05 + 0.1 = 0.25  
       P(Y = 2) = 0.1 + 0.05 + 0.2 = 0.35  
 
   Yμ = E(Y) = = (0)(0.4) + (1)(0.25) + (2)(0.35) = 0.95 ∑

y
Y yyp )(

 
      Cov(U,V) = E[(X+Y)(X-Y)] – E(X+Y)E(X-Y)  
                       = E(X2 – Y2) –  [ E(X) + E(Y)][E(X)-E(Y)] 
                       = E(X2) – E(Y2) – (0.1+0.95)(0.1-0.95) 
                       = E(X2) – E(Y2) – 0.8925  
 
      E(X2) = = (-1)2(0.3) + (0)2(0.3) + (1)2(0.4) = 0.7 ∑

x
X

2 xpx )(

      E(Y2) = = (0)2(0.4) + (1)2(0.25) + (2)2(0.35) = 1.65 ∑
y

Y
2 ypy )(

     Cov(U,V) = E(X2) – E(Y2) – 0.8925 = 0.7 – 1.65 – 0.8925 = -1.8425 
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    U = 1 can be obtained by the pairs (X,Y) = { (-1,2) , (0,1) , (1,0) } 
    The corresponding values of  V are  : - 3 , - 1 , 1  
     

 U= x+y = 1 
V= x-y = -3  0.1 
V= x-y = -1  0.05 
V = x-y = 1  0.1 

 
P(U =1) =  = 0.1 + 0.05 + 0.1 = 0.25 ( sum of column)  ∑=

V
UVU vupup ),()(

UVP (V | U ) = 
)(

),(
up

vup

U

UV ⇒P ( V= -3 | U =1) = 0.1/ 0.25 = 2/5  

                                                 P ( V= -1 | U =1) = 0.05/ 0.25 = 1/5 
 
                                                 P ( V= 1 | U =1) = 0.1/ 0.25 = 2/5 
 

=)( UVE ∑
V

UV vuvp ),( = ∑
−

+− −+−
yx

YXYX yxyxpyx ),()(  

Hence  E(V | U = 1 ) = (-3)(2/5) + (-1)(1/5) + (1)(2/5) = - 1  
 

 
From part (a) : 
P(X= -1) = 0.1 + 0.1 + 0.1 = 0.3          ,  P(Y= 0) = 0.1 + 0.2 + 0.1 = 0.4   
P(X = 0) = 0.2 + 0.05 + 0.05 = 0.3       , P(Y = 1) = 0.1 + 0.05 + 0.1 = 0.25 
P(X = 1) = 0.1 + 0.1 + 0.2 = 0.4           , P(Y = 2) = 0.1 + 0.05 + 0.2 = 0.35 
 

 W = -1  W = 0  W = 1 
Z = 0  0.3×0.4 0.3×0.4 0.4×0.4 
Z = 1  0.3×0.25 0.3×0.25 0.4×0.25 
Z = 2  0.3×0.35 0.3×0.35 0.4×0.35 

 
The covariance is of course  0  since they are independent. 
 

6. The random variable X has density function given by    
7

1xx12xf
2 )()( +

=             

              
     defined over the region 0 < x < 1. 

(a) Calculate Pr ( X > 0.5 | X > 0.25 ) and E (X) . 
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(b) Calculate Cov( ), 2X
1

X1
1
+

 

 

 
 
 
7. Consider two random variables X and Y. They both take the values 0, 1 and 2. The 
    joint probabilities for each pair are given by the following table. 
       
 X = 0 X = 1 X = 2 

Y = 0 0.10 0.06 0.14 
Y = 1 0.08 0.06 0.16 
Y = 2 0.20 0.08 0.12 

 
(a) Calculate the marginal distributions, and the expected values of X and Y. 
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(b) Calculate E ( X | Y = 1 ) and E ( X | X +Y = 3 ). 

 
 

 
 
(c) Define U = |X −1| and V =Y. Calculate the covariance of U and V. 
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(d) Are U and V are independent variables? Explain your answer. 
       

 
 
 
8. Consider random variables X and Y with joint density function 

                                            
⎩
⎨
⎧ <<<−

=
otherwise0

2x3k
yxf XY                    

5xy0         )(
),(  

(a) Find k.  
 

 
 
 
(b) Find fX (x). Hence evaluate E(X).  
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(c) Write down an expression for fY |X (y|x). Find E(Y | X) and hence evaluate 
      E(Y ).  
 

 
 

(e) Evaluate P(2Y > X).  
 

 


