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Chapter 9 – ANOVA 

one-way analysis of variance (ANOVA) tests measure significant 

effects of one factor only, two-way analysis of variance (ANOVA) 

tests (also called two-factor analysis of variance) measure the 

effects of two factors simultaneously. For example, an experiment 

might be defined by two parameters, such as treatment and time 

point. One-way ANOVA tests would be able to assess only the 

treatment effect or the time effect. Two-way ANOVA on the other 

hand would not only be able to assess both time and treatment in 

the same test, but also whether there is an interaction between 

the parameters.                                                 

One way ANOVA  

Investigates how much of variations in grouped data  
comes from differences between the groups and how much  
is just random observational error.  
performs a hypothesis test: 

H0 : k21 μμμ === .......  

H1 : At least one is different i.e. jiμ μ≠  for i≠ j 

Two way ANOVA : Allows us to analyze both row effect and  
column effect,i.e. differences between rows and differences 
between columns. 
splits the variations among the observations into row effect , 
column effect and random error.  
Performs a hypothesis test : 

H0 : 0i =α  for all i (testing no row effect at all) 
H1 : At least one is none zero 

0j =β  for all j (testing no column effect at all) H0 : 

H1 : At least one is none zero 
 
Interaction in 2-way ANOVA : 

Additive structure ijμ = μ jiα + β+  allows us to talk  

clearly about differences in row/column differences 
2-way ANOVA allows us to analyze the interaction between the two 
variables (row variables & column variables)so we can study how 
combinations of these variables influence behavior. 
Interaction describes how the effect of one independent variable 
is influenced/effected by the value of the other independent 
variable. 
Equivalently , the effect of one independent variable varies with 
the value of the other independent variable. 



For comments, corrections, etc…Please contact Ahnaf Abbas: ahnaf@mathyards.com 

04b-Statistics 2 Course Summary Tips and Tricks  
 
 

 2

Construction of 2- way ANOVA Model  
- We need a continuous r.v.  
- 2 characteristics described as r rows , c columns such that the r.v. Xij appears in the cell  
    corresponding to  the  ith row and jth column i = 1,…,r and j= 1,…., c 
-Define E[Xij]= 

ijμ  

-Key Model assumptions : Xij are normal r.v.’s with mean ijμ  

 and constant variance 2σ : Xij ~ N( ijμ , 2σ ) 

-Additional assumption: cell population means ijμ  have 

 additive structure: ijμ = ji βαμ ++  

μ : overall mean , iα : row effect , jβ : column effect 

 
Steps  in building the ANOVA Table : 2 – way Anova  
1. State the usual 2-way ANOVA assumptions. 

2. Calculate row means : .1x  ,…. 
3. Calculate overall mean x.. 

4.Calculate Sample row means variance :                                          

5. Calculate Mean sum squares between rows (mean SS) = c    , (c = No. of columns) 

2
RS

2
RS

2
RS6. Calculate sum squares between rows(SS) = (r-1) c     , (r= No. of rows) 

7. Calculate column means 1x.  , …… 

8. Calculate Sample  column means variance   2
CS

9. Calculate Mean sum squares between columns (mean SS) = r  2
CS

10. Calculate Sum squares between columns (SS) = (c-1) r   2
CS

11. Calculate the sample variance of all observations : ST 

12. Calculate total sum squares : (rc - 1)  2
TS

13. Calculate Residual Sum Squares = Total SS – SS between rows – SS between columns   

14. Calculate Mean Residual SS = S2 = 
)1)(1(

Re
−− cr

sidualSS  

15. Fill the ANOVA Table :  
Source  D.F.  Sum 

squresSS 
MSE F-value 

row r - 1 Row SS Mean row 
SS 

FR= c /S2  2
RS

column c - 1 Column SS  Mean 
Column 
SS  

FC= r /S2 2
CS

Error  (r-1)(c-1) Residual 
SS 

Mean 
Residual 
SS 

 

Total rc – 1     
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Hypothesis testing :  
- Testing row effect :   H0 : 0=iα  i∀  
                                    H1 : non zero row effect  
 

Under H0 : FR = c 2
RS /S2  ~  )1)(1(,1 −−− crrF

Criterion:   Reject H0  if   )1)(1(,1, −−−≥ crrR FF α
 
- Testing column effect:   H0 : 0=jβ  j∀  

                   H1 : non zero column effect 

Under H0 : 
2

2

S
rSF C

C =  ~  )1)(1(,1 −−− crcF

The criterion : Reject H0  if   
)1)(1(,1, −−−≥ crcC FF α

Simultaneous C.I. 
 

(SCI) used for all possible pairs of iα ’s  

The confidence interval in case of difference of population means iα  - jα  is given by: 

  )/()( ))((,, c2F1rSXX 1c1r1rji −−−−±− α

S2: Mean Residual SS 
One Way – ANOVA One characteristic  
Collection of k independent samples of constant variance population 2σ  

Steps :  

1. Mean within group SS : S2 = + ....2
 

kn
SnSn −+− )1()1(

−
22

2
11

2. The within group Sum of squares : (n-k)S2 , n =No. of observations , k= No. of samples 
3. The variance of all observations : 2

TS  
4. Total Sum of Squares : (n-1) 2

TS   
5. Between groups Sum of Squares = (k-1) 2

BS = Total Sum of Squares- within group SS  
6. ANOVA Table 

Source  D.F.  Sum squresSS MSE F-value 
Between Groups  k -1  Between 

Groups SS 
Mean 
Between 
Groups SS 

F = / S2  
2
BS

Within Groups  n – k  Within Groups 
SS  

Mean 
Within 
Groups SS  

 

Total n – 1  total   
Hypothesis testing :  

 H0 :      1μ    =    2μ  = 3μ  = …….   = kμ ,   H1 : Not  all the    iμ  are equal                                            

 The test statistic : F = 
2

2

S
S B   , Reject  H0   if   

2

2

S
S B  >  knkF −− ,1,α
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Confidence Intervals : 
Two -way ANOVA (Example 63 S.G , p107) , r = 4 , c = 3 

 Potato 
Location A B C 

1 18 13 12 
2 20 23 21 
3 14 12 9 
4 11 17 10 

                  x 7515      , Mean Residual SS = S2 =7.03  1 .. = x 25162 .. =
1. Single interval :  
   For ji αα − :    c2StXX

1c1r
2

ji /
))((, −−

±− α
   

   For  
ji ββ − : r2StXX

1c1r
2

ji /
))((, −−

±− α
 

            e.g. a 95%  C.I. for 21 ββ − : 

            42037t25167515 60250 /... ,.±− = -0.5 ±  4.69 (Table 10 : t = 2.447) 60250 ,.
2. Simultaneous Intervals : 
    For ji αα − :       )/()( ))((,, c2F1rSXX 1c1r1rji −−−−±− α

    For  ji ββ − :     )/()( ))((,, r2F1cSXX 1c1r1cji −−−−±− α

21

 

e.g.  a 95% simultaneous C.I. for β−  : β
= - 0.5 ±  6.01(Table 12b : = 5.143) 62050F ,,.)/(... ,,. 42F203725167515 62050±−

One -way ANOVA :  (Example 61 S.G , p100) , n = 19 , k = 4 
Cereals 

1 2 3 4 
9.3 13.4 12.5 14.0 
10.8 12.2 14.7 15.6 
8.4 12.4 12.9 14.1 
9.7 12.8 11.8  
9.5 12.2   
7.9    
9.5    

= 9.3          = 12.6   , S : Mean within group SS : S2 = 0.8330 
1X 2X

1. Single interval : for ji μμ −  

            
)//(, jiknji n1n1StXX +±− −α  

          e.g.  a 95% C.I. for 21 μμ −  

          )//(.,. 517183300tXX 1505021 +±−  ,  (Table 10 : = 2.13) 15050t ,.

          9.3 - 12.6 (2.13)(0.913)(0.5855) = - 3.3 ± ±  1.1386  
2. Simultaneous Interval : 

            )//()( ,, jikn1kji n1n1F1kSXX +−±− −−α
  

          e.g.  a 95% simultaneous C.I. for 21 μμ −  : 

          9.3 - 12.6 (0.913)± )//(,,. 5171F 153050 + = -3.3 ± 1.68 (Table 12b : = 3.287) 153050F ,,.


