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04b Sample Examination Problems Chapter 6 

SOLUTIONS 
 

  

       

We need to express  as a function of )( 2XE
−

μ  and 2σ  

  Var(X) = E(X2)- E2(X) ⇒E(X2)= Var(X)+ E2(X)= 2σ +μ 2 

   )(X2)(XE −)( EX =Var  ⇒ 
2

)()() XEXVar +=(XE 22
 

Remember : )(XVar  = 
n

2σ
 , μ=)(XE  

    )()()( XEXVarXE 22
+=  = 

n

2σ
 + μ 2 

Remember : T is an unbiased estimator of θ  if Bias = 0 
Bias = E(T) - θ  = 0 i.e. E(T) = θ  
 
We know that the sample variance s2 is an unbiased 

estimator of 2σ  i.e. E(s2) = 2σ   
 
Proof(additional not required by the question): 
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Since   

n

2σ
 + =)(

2
XE μ 2 we claim 

2
X - 

n
s2

 is unbiased 

estimator for μ 2  
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Since E(
2

X - 
n
s2

)= E(
2

X )- E(
n
s2

)=
n

2σ
 + μ 2 - 

n

2σ
 =  μ 2  

Remark: Although  is unbiased estimator of X μ   

       
2

X  is not unbiased estimator of μ 2  

 

 

         Remember : A good estimator has a bias of 0 and  
              a small variance.  
              Both should be taken into account when 
              deciding the goodness of an estimator. 
If you need to decide between two estimators, 
You need to choose the one with the smaller MSE  
(Mean square error): MSE(T)= Var(T) + [Bias(T)]2 

 

 

n = 10  , T = 
0783

xxrangeR 110

.
( )−=

 , E(T) = σ  

First reason: we know E(s2)= σ 2 , s uses all 
observations not the range(last – first) which may be 
subject to outliers. 
 
Second reason:T is based on just one sample, we would 
prefer many samples of sizes n = 10 then take the 
average of their ranges divided by 3.078  

i.e. if we have k samples : T = 
0783
R

.
 where 

k
R =

R
k

1i
∑
=  

This reduces the variance ,since Var( X ) decreases as  
n increases. 

 

 

  Definition:  Let T be an estimator of θ ,then  
   MSE(T) = E[ ( ] this can be proved to be equal 2T )θ−
   to     = Var(T) + [Bias(T)]2 
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T )( θ− 2

 
   Proof(additional not required by the question): 
 

2   MSE(T) = E[ ] = E[T  - 2θ E(T) + θ 2] 
   Subtract and Add : E2(T)                      
   = E(T2) – E2(T) + E2(T) - 2θ E(T) + θ 2 

   The first two : E(T2) – E2(T) = Var(T    )
  The last three:E2(T)-2θ E(T)+θ 2 =(E(T)-θ )  =[Bias(T)]  

  Hence : MSE(T) = E[ 2T )( θ− ]= Var(T) + [Bias(T)]2 

2 2

   
  Remark : if T is unbiased then Bias(T)= 0  
           and  MSE(T)= Var(T) 
 

 

 

An unbiased estimator T of a population parameter θ  by 
definition has E(T)= θ   
This means:On average  iT s equal to the true value ofθ  
And therefore the Bias(T)= E(T)-θ  = 0 
 
 

 

 

      Sample 1 : n1 = 20  
  Sample 2 : n2 = 10 

     Remember : X ~ ),
n

 

                To decide between two 

(N μ
2σ

 estimators , choose the one X
       with the smaller variance :  

       10X ~ ),(N
2σμ   and 

10
20X ~ )

20
σ

 

       

2

,(N μ

20X  has the smaller variance.  


