
  
04b Sample Examination Problems Chapter 13    

SOLUTIONS     

 
Model : p explanatory variables , p > 1  
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i. Model: i2111i xxY εββα +++=   ,                            
Y  : record time(house) , x  = dist(mile) , x2 = climb(ft)  i 1

From the coefficients table :  

21i x01100x2180699208Y ... ++−=
)

 
    Interpretation: controlling for climb ,each additional 
    mile run adds 6.2180 hours to record time. Controlling for  
    distance,each additional foot climbed adds 0.0110 hours to  
    record time          
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ii.   27872286601100082180699208Yi .)(.).(.. =++−=
)

 hours 
 
ii. R2 = 0.9191 : coefficient of determination,  The measure 

of the explanatory power of the regression model. 
          

     
TSS
RSSR2 =   , RSS : Regression sum of squares  

                  TSS : total sum of squares  
   Since we have two explanatory variables : 
   RSS = SS(dist)+SS(climb)= 71996.89 + 6249.74 = 78246.63 
       TSS = RSS + Residual SS = 78246.63 + 6891.87 = 85138.5 

       
TSS
RSSR2 =  = 

585138
6378246
.

.
 = 0.9191 

 
R2 provides the proportion(percentage) of  the variation in  
the response variable explained by the model 
the above model has explained  91.91 %  of the  
variation in the recorded time.  
 

iii. Suggested diagnostic plots: 
 
- Inspect outliers or non linearity by plotting : 
 

You are NOT required to do so  
 

1. The fitted values iY
)

  against the responses  iY
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2. Residuals iε  against the fitted Y
)
 i

3. Residuals against each explanatory variable  
4. Normal plot to see whether residuals are  

approximately Normal.  
 

 


