
  
04b Sample Examination Problems Chapter 10 

SOLUTIONS 
 

 

We seek β  from first principles  

Simple linear model: iii xY εβα ++=  

iY  : single response variable   ,  α  : intercept  
β  : single slope  on a single explanatory variable   ix

iε  : residual error  
α  and β  unknown constants ,we need to estimate them. 
The question asks to estimate the slope, i.e. β   

Let the fitted values : =iY
)

 A + B  ix
A is the estimate of  α  , B is the estimate of  β   

The residuals are : iii YY
)) −=ε   

We seek A and B such that to minimize the sum of squares of the residuals. 
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The proof of the last result: 
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i. We need a fitted line , i.e. to estimate the intercept and the slope  
                  iii xY εβα ++=   , iε  ~ N(0, 2σ ) 
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    = Year , Yi = population :  n = 8  ix
    , , 14688xi =∑ 57121Yi .=∑ 97224032Yx ii .=∑  

   , 26971368x 2
i =∑ 1836x =  , 1962515Y .=  
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xBYA −=  = 15.19625 – 0.1977(1836) = -347.8290  
 
The fitted line : x2083347Y .. +−=
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ii. For the fitted model in (i) , if  x = 0 ( i.e. in Year 0 ) ,  
   The predict value for population : 83347Y .−=

)
 

         If we force the line of best fit through the origin i.e. a predicted population value  
        of 0 which doesn’t make sense.  
        But consider the dangers of Extrapolation since we have data only for the period  
        1801 – 1871 which exhibits a linear relation during this period. 
        You can see this by a simple scatter plot diagram. 
         

iii. Changing the unit of measurement of the variable does not change the fit  
of  the regression.  

 
 

 
 
 
 

     

         Model: iii xY εβ +=  , intercept is zero  
        We seek B such that to minimize the sum of squares of the residuals. 
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i. Model 1: iii xY εβα ++=    

        xBYA −=  
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    = Wales Capital Stock , Yi = Scotland Capital Stock :  n = 9  ix
    , , 11939xi =∑ 17645Yi =∑ 23573840Yx ii =∑  

   , 16024659x 2
i =∑ 561326x .=  , 61960Y .=  
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xBYA −=  = 776.96  
 
The fitted line : x897097776Y .. +=
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Model 2 : iii xY εβ +=  , 
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ii.Model 1 : 
   For every  1 million increase in Wales , Scotland increases by 0.897 units  
    (0.897 million)  
   If x = 0 then scotland increase by 776.97  
 
  Model 2 :  
 
  For every  1 million increase in Wales , Scotland increases by 1.47 units  
    (1.47 million)  
 
 

 

    

           Refer to problem 1(a)  

 

         

 
i. From the scatter diagram, there is no clear linear relationship between the variables. 
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ii.   , , 297xi =∑ 397Yi =∑ 4413099Yx ii .=∑                          

       , 449806x 2
i .=∑ 33x =  , 44Y = .1111 
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iii. The negative slope suggests : as x increases the Y decreases , since we are measuring 
      surveys for the same variables , they are negatively related , if x = 0 then Y = 51%  
      which means one survey is suggesting that  0 % is the rate of employment and the  
      other is suggesting 51% and therefore the model is not suitable.  
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