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3.1 The Poisson Process 
 
      Introduction  

Markov Processes: These differ from Markov chains in one major aspect: time 

now becomes a continuous quantity (i.e. now it is time as we know it), The 

simplest example of a Markov process is the so called Poisson. 

The Poisson process 

It expresses the probability of a number of events occurring in a fixed time if 

these events occur with a known average rate, and are independent of the 

time since the last event. A number of discrete occurrences (sometimes 

called "arrivals") that take place during a time-interval of given length. The 

probability that there are exactly k occurrences is a poisson distribution of 

rate λ:  

                                                   P(λ  )= 
!k

e kλλ−
 

λ is a positive real number, equal to the expected number of occurrences 

that occur during the given interval. For instance, if the events occur on 

average every 4 minutes, and you are interested in the number of events 

occurring in a 10 minute interval, you would use as model a Poisson 

distribution with λ = 2.5.  

Examples: Calls arriving at a telephone exchange in a day. 

                  The number of people joining a queue in an hour. 

                         
                                                                        

 

A stochastic process N(t) ; t  0 is a (time-homogeneous, one-dimensional) 

Poisson process if,                                                                                                       

-The number of events occurring in two disjoint (non-overlapping) 

subintervals are independent random variables(see No. 2 in the assumptions 

below).Arrivals are memoryless  i.e. independent of what has happened 

≥
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before.                                                                                                      

Pr(k arrivals in time t ) = P(λt) =  
!

)(
k
te kt λλ−

 ;  

Pr(k arrivals in [0,t]) = P(λt) =  
!

)(
k
te kt λλ−

 

i.e. a Poisson distribution of parameter λt . 

Assumptions of the Poisson process:  
              
If {N(t) ; t  0 } is poisson process of parameter λ then :  ≥

1. N(0) = 0  

2. For any t0 = 0 < t1 < t2 < ………< tn ,the process increments  

N(t1) – N(t0) : the number of events in (0,t1] 

N(t2) – N(t1) : the number of events in (t1,t2] 

etc……  

are independent random variables. 

    3. The number of events occurring in the time interval (s , t +s]                  

        is a Poisson(λt); i.e. Pr[N(s+t) – N(s)] ∼ P(λt)  

4. N(t) ∼ P(λt) ; i.e. Pr(k arrivals in time t ) = P(λt) 

  Example:   
A company expects on average, four of its trucks will break down in a one-

month Period. Assuming a Poisson distribution is appropriate, what is the 

probability that exactly four trucks break down in a month? in a two month 

period?  

If X is the number of trucks which break down in a month then as given  

X ∼ P(4) = 
!k

e kλλ−
=

!4
444−e

 = 0.195  i.e. 19.5 % of months would have 4 

trucks breakdown.   
If the rate of breakdowns in a month is 4 ,then the rate of breakdowns in two 
months is 2x4 = 8 ; hence the No. of breakdowns in two months ∼ P(8)  : = 

!k
e kλλ−

=
!4
848−e

 = 0.0572 
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 Distribution of T  
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The pooled Poisson process 
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Combined processes :  
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Proof of the Poisson Distribution  
 

Remark:  define o(δt)  as 
t
t) (lim

0t δ
δ

δ

o
→

 = 0  

Suppose Pr(One event in (t + δt)) = λ δt + o(δt) , where o(δt) is negligably 

small when divided by δt. 

Here o(δt) represents terms which approach 0 more rapidly than  does δt 

as δt 0. →
Let  pn(t) be the the probability of n events in time t  then : 

pn(t + δt) = ( 1 - λ δt)pn(t) + λ δt pn-1(t) + o(δt) 

Rearranging : 
t 

 (t)p- t)   (tp nn

δ
δ+

 = - λpn(t) + λpn-1(t) + 
t
t) (

δ
δo

 

as δt 0  →

t 
 (t)dpn

d
 = - λpn(t) + λpn-1(t)   for  n 1  and  ≥

t
 (t)dp0

d
=- λp0(t) 

Solving these equations : 

pn(t) = 
!

)(
n
te nt λλ−

  the Poisson distribution with parameter λt 

Remark: to explain what is going above, I found that I need to write  

                3 pages!! Take it as it is and pretend that you know what is 

                going on. 

 

Birth – Death Processes  

Simple Birth process 
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The pure Death process 
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Birth-Death Process 
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Queuing Theory  
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The simple queue  

 

 

                         
                                                                        

 

 



For comments, corrections, etc…Please contact Ahnaf Abbas: ahnaf@mathyards.com 64 
 

http://www.mathyards.com/lse

 

Queuing Theory deals with systems of the following type: 
 
                                             Server Process(es) 
 
 
 
 
 
 
 
 
Typically we are interested in how much queuing occurs or in the delays at 

the servers. 

A standard notation is used in queuing theory to denote the type of system 

we are dealing with. 

Typical examples are: 

 M/M/1  Poisson Input/Poisson Server/1 Server 

 M/G/1  Poisson Input/General Server/1 Server 

 D/G/n  Deterministic Input/General Server/n Servers 

 E/G/∞  Erlangian Input/General Server/Infinite Servers 

The first letter indicates the input process(M = Memoryless = Poisson) 

, the second letter is the server process and the number is the number of 

servers. 

The simplest queue is the M/M/1 queue  

Memoryless=Poisson/Memoryless=Poisson/1 server 

 

 

 

 

 

                         
                                                                        

 

Input 
Process 

Output 
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Example 1  

 
Solution 

 

Example 2 
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