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3.1 The Poisson Process

Introduction
Markov Processes: These differ from Markov chains in one major aspect: time
now becomes a continuous quantity (i.e. now it is time as we know it), The
simplest example of a Markov process is the so called Poisson.

The Poisson process

It expresses the probability of a number of events occurring in a fixed time if
these events occur with a known average rate, and are independent of the
time since the last event. A number of discrete occurrences (sometimes
called "arrivals") that take place during a time-interval of given length. The
probability that there are exactly k occurrences is a poisson distribution of

rate A:

A is a positive real number, equal to the expected number of occurrences
that occur during the given interval. For instance, if the events occur on
average every 4 minutes, and you are interested in the number of events
occurring in a 10 minute interval, you would use as model a Poisson
distribution with A = 2.5.

Examples: Calls arriving at a telephone exchange in a day.

The number of people joining a queue in an hour.

A stochastic process N(t) ; t= 0 is a (time-homogeneous, one-dimensional)
Poisson process if,

-The number of events occurring in two disjoint (non-overlapping)
subintervals are independent random variables(see No. 2 in the assumptions

below).Arrivals are memoryless i.e. independent of what has happened
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before.
ivals in ti e M(at)*
Pr(k arrivals in time t ) = P(At) = BV :
) ) e—/lt (ﬂt)k
Pr(k arrivals in [0,t]) = P(At) = T

i.e. a Poisson distribution of parameter At .
Assumptions of the Poisson process:

If {N(t) ; t= 0 } is poisson process of parameter A then :
1. N(0O) =0
2. Foranytp=0<ti <ty <.... < t, ,the process increments
N(t1) — N(to) : the number of events in (0,t;]
N(t2) - N(t1) : the number of events in (ti,t;]

are independent random variables.

3. The number of events occurring in the time interval (s, t +s]
is @ Poisson(At); i.e. Pr[N(s+t) - N(s)] ~ P(At)

4. N(t) ~ P(At) ; i.e. Pr(k arrivals in time t ) = P(At)

Example:
A company expects on average, four of its trucks will break down in a one-

month Period. Assuming a Poisson distribution is appropriate, what is the
probability that exactly four trucks break down in a month? in a two month
period?
If X is the number of trucks which break down in a month then as given

e *Ak etyq?

X ~P(4) = = = 0.195 i.e. 19.5 % of months would have 4
k! 4!

trucks breakdown.
If the rate of breakdowns in a month is 4 ,then the rate of breakdowns in two

months is 2x4 = 8 ; hence the No. of breakdowns in two months ~ P(8) : =
e P Ak _ e 8’
k!~ 4!

= 0.0572
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FXAMPLE 1.2.2. Fax messages arrive at an office according

to a Polsson process at mean rate three per hour.

(a) What is the probability that exactly two messages are
received between D00 and 9.407

(h) What is the probability that no messages arrive between
10.00 and 1(.307

{c) What is the probability that not more than three messages
are received between 10.00 and 12,007

SoruTioN.  Let an hour be the unit of time that we work

with. Thns we have a Poisson process of rate A 4. The

munber of messages in titne s thus Pois(3t) distributed.

(a1 .00 to 940: the number of messages has distribution
lleihl[:ﬂ P %) Pois(2). so

.Pl.'_j ljll':-»:-"ru_{g':-w:l e 22 A (1-271.
(by 10,00 to 10.30: the mumber of messages has distribiution
Pois(3 x 0-5) = Pois(1.5), so
P(0 messages) — e 15 = (0.223.
(el 10000 to 12.00: the number of messages, N sav, has dis-
tribution Pois(3 = 2) = Pois(G). so
P(N < 3)
PIN=0)+P(IN=1)+P(N=2)+ P(N =3)

.6 s o6 (7
ote e g te g

e %14+ 6+18+36) =06le 5= 0151,
Distribution of T

We will consider two random variables:

o X (t). the number of points that ocenr in (0, #];
o 17, the time until the first point ocenrs.
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T is the time until the next point of the process from a given
starting time. As the process is ‘memorvless’ it does not mat-
ter when this startine time is. T 15 a continnons random vari-
able, unlike X (1), which is discrete,

Consider the event {1 = t}. Le. the event that T is larger
than some specified ¢. This 1s identical to { X(f) 0}, the

event that there is no point of the process up to time . Thus
P(T >t) = P(X(t) =0)=e ™.

The distribution funetion of T is thns P(T < ) 1 — e,

Le, T has an exponential distribution with parameter A.

ExamprLE 1.3.1. In Example 1.2.2, what is the probability
that the first message after 10.00 occurs by 11.007

SOLUTION. We have a Poisson process of rate 3 per hour and
want the probability that the interval from onr chosen starting
titme until the first point of the process is at most 1 hour, so

P(T<1)=1-¢e % 2 0.0502.
The pooled Poisson process

suppose that a bank branch has b service points in nse and op-
erates with a single long quene, so that when a server finishes
serving a enstomer the person at the head of the guene re-
places that customer. Further suppose that each serviee time
15 exponential with parameter A, independently of all other
service times.

The time that a person spends at the head of the quene
depends upon k Poisson processes each with parameter A

Let T be the length of the waiting time for the person
at the front of the quene until serviee starts. It T is the
tirne nntil the person currently at server ¢ 1s served, then T
min(fy,.... Ti.). So

P(T =t) = PlminiT..... T.) = t)
PT=tTh =t ... T. =t
PN =t)P(Ty =t)--- P(T, = 1)

B ]
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e, PIT < t) =1 —e ™ Thus T is exponential with para-
meter EA. Equivalently T 1s the time to the first point of a
Poisson process of rate BA

Combined processes : It | independent Polsson processes with
rates Ay, .. .. Ax ocour simmiltaneously, the combined points fol-
low a Poisson process with rate Ay + -+ + Ag.

FxamprLe 1.4.3. In the same office as in the previous two
examples, telephone messages arrive at the mean rate of six

per hour.

{a) Find the probability that exactly two messages (phone or
tax ) are received between 9.00) and 9. 440

(b) Find the probability that the first message after 10.00)
occurs before 10,110,

SOLUTION.

(a) We have two independent Poisson processes with rates 3
and 6 respectively. i.e. the pooled process has rate 346
9. 5o in a 40-mimite period. the nmumber of calls follows a
Poisson distribution with parameter

0w — 0.
Therefore
o _ 5 07
PiX N =¢€ - = (-0,

(b)
P(first message after 10.00 is before 10.10)
P(T < Yy

| — ¢ 9x Ly | — e 3 07760,
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Proof of the Poisson Distribution

. . 0(dY)
Remark: define o(5t) as [im
5t>0 Ot

Suppose Pr(One event in (t + 6t)) = A 6t + o(6t) , where o(&t) is negligably

=0

small when divided by &t.

Here o(6t) represents terms which approach 0 more rapidly than does 6t
as st —> 0.

Let pn(t) be the the probability of n events in time t then :

Pn(t + 8t) = (1 - Adt)pa(t) + A 8t pn-1(t) + o(8t)

Rearranging : Pu(t+09)-pu(t) = - Apn(t) + Apn-i(t) + (oY)
ot ot

asdt >0

dli;—f) = - Apn(t) + Apn-1(t) for n =21 and d‘i;#} Apo(t)

Solving these equations :

e—/?.t (ﬂ,t)n
n/

pn(t) = the Poisson distribution with parameter At

Remark: to explain what is going above, I found that I need to write
3 pages!! Take it as it is and pretend that you know what is

going on.

Birth — Death Processes

Simple Birth process

Clonsider a population where each individnal alive in the pop-

ulation generates further offspring according to a Poisson pro- cess at rate 3

assuimne that the initial population size 1s xp and that there are
no deaths, so that the population inereases with time.

[t the size of the population at time ¢t is x. then

we have o different Polsson processes each with rate 4. When
considering the next birth we thns have a pooled Polsson pro-
cess with rate 8 (until the next arrival, when this becomes a

Poisson process with rate (@ + 1)83).
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The distribution of X(t) is given by

Pt (1 -1 )t‘ Blto(] _ e=BNT—T0  (p — pg mg+1,...).
ry — 1
This 15 sometimes called a ‘negative binomial distribution
with seale parameter e and index parameter x;". However
the name is better nsed for the distribution of X (t)—ag. taking
values in {0,1,2,...}.
If xg = 1. the distribution of X {t) becomes

pelt) = e Pl — g Pt)r-1 (z=1,2,...),

!

sometimes called the ‘geometric distribntion with parameter
e~ However. again the name is better nsed for the distri-

ExamrLE 2.1.2. A population starts at time () with a single
individual. Let the birth rate be two per week,

(a) What is the probabilitv that after three wecks there are
exactly two individuals?

(b) What is the probability that after one week there are
between two and four individuals {inclusive)?

SOLUTION,

(a) x5 =1, 3 =2 per week, and £ = 3. 1.e.

Pz'::g.:' ([1])E '2:{:3['-1 — e '2:{:3']1

e 81 — e %) = 0.00247.

(b} g =1, 3=2.t=1.50

P2 < X < 4)
P(X —2)+ P(X —3) + P(X — 4)
el —e N 4eHl—e 2P pe?l -

== (- 3057,
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The pure Death process

We consider a population in which there are no hirths, just
deaths. Observations start with zgp mdividnals alive at tine
(- these individnals die independently of each other. and
eventually the population dies out completely.

I a similar way to the sitnple birth process, we assume
that the probability of an individual dying in time interval
(t,t + Ot] is vdt + o(dt).

Some questions of interest are

s What is the distribution of the population size at time t7

» How long does it take the population to die onut?

This model is approached best by considering every indi-
vidnal separately. The probability that a given individual is
alive at time £, which we label P,(t), 15 fonnd as follows. The
probability that the individnal. if alive at time ¢, 1= still alive
at time 4+ At is one minns the probability that it dies in this
interval, so that

P(alive at t + dt|alive at t) = 1 — vdt + o §t);
P,(t+ 6t) = P,(t)(1 — vét + o(6t));
Pi(t) = —vPu(t).
This differential equation has solution P,(t) = Ae ¥ = ¢!
since the individnal is alive at time 0 with probability 1. We
can nse the binomial theorem to dednee that the probability
that j individnals are still alive at time ¢ 1s given by

p_.i |tj| ( D)"f 1 :Ijll — e i ].au __f‘
J

[n particular the probability that the population is extinet by
time £ 1s
PDUJ |1 — e rz.':l.m‘
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ExamprLE 2.2.1. A population starts at time (0 with 4 indi-

viduals. The population follows a pure death process at a rate

of 1 every 2 days.

(a) Find the probability that there is exactly one individual
alive after a week.

(b) Find the probability that the population has died out after
a weel,

(c) Find the probability that the population has died out after
two weeks, given that the total number of survivors after

one week was 2.

SOLUTION. x5 = 4. v = 0.5 per day.

(a) t =T, 80

(7 (ll)f‘ IR — e 35 = 01102,

(b Againt = 7. 50

palT) = (1 — e )% = (.8846.

() The process is memoryless, so that
P(0 after 2 weeks|2 after 1 week)
P(0 after 1 week|2 after 0 weeks)

(1—e 3-5)'2 = (1.04015.,

Birth-Death Process

In the simple birth process, each individual gives birth at
rate 3, so that when the population is of size x, the birth rate
1= Fx. In the pure death process individuals die at rate . so
that the death rate is pe. We wish to find an expression for

X{(t). the number of individuals alive at time ¢.
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o0 the elassical gambler’s ruin problem., there are two play-
ers with L between them, so that the probability that
onr gambler wins 1s the probability that (sjhe reaches m
before (0, which. starting at j < m. is

1— (il]lr

mm‘ it p+ q.
L I‘l

el it p=1.
m

This corresponds exactly to the probability that the size
of our population reaches m = zp individuals at some point
(before possibly becoming extinet), which thus has probability

- (3)"

— it 74 .
1 (%)

e if = 3.
1

ExampLe 3.5.1. If a simple birth-death process starts with
rn = b individuals, what is the probability that it reaches 10
oiven that it becomes extinet, in the cases

(a) @ =4, v =067

SOLUTION.
(a)
- (5)
P(reaches 10) = ——30 = ()-1164.

The process is certain to become extinet, so that

Plreaches 1[]|]]I.‘|Z'IJ111L':- extinet) = Plreaches 10)
~ ().1164.
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Queuing Theory

In many aspects of everyday life we encounter queues: tele-
phone queneing svstems (becoming inereasingly  cominot).
bank/shop quenes, traffic Jams. quenes of aireraft eireling an
alrport, ete. Patlents have to ‘quene’ to wait for an operation.
Sometimes we can see the size of the quene, sometimes not.
[t may or mayv not be possible to make a good guess at the
length of the time to wait. We may not have to wait at all, or
the quene conld be so long that we decide to give up and try
again some other time.

From the point of view of the server/shop owner 1t might
be important to consider breaks (when nobody 15 gueneing)
or the possibility that arrivals come too quickly to be served
(i.e. the quene gets longer and longer and/or people give up).

The queneing process is unpredictable in that the rate of
cistomer arrivals and the time it takes for a enstomer to be
served are both random. It is of interest to model quenes
as a random process becanse they are common and becanse
some of the parameters can be controlled, e.g. by varying the
munber of servers, so it wonld be nsetul to nnderstand the
consequences of such variations.

There are three features of a quene which we shall consider
(in reality, of course, there are many ):

o The arrival mechanisin—how do cnstomers arrive, singly
or in gronps. randomly or by appointment?

o The service time—constant or random. what distribution?

o The namber of servers.

Another question is that of quene discipline. Are enstom-
ers served in the actual order by which thev arrive? If there is a
single quene in a bank. the answer is usually ves. bt in a pub

there is often a random element (which person the barman
sees frst) or a not-so-random element (Joe might be served
earlier becanse he's in there every day). We shall assime that
customers are served strictly in the order of arrivals.

If there is more than one server, we assine a central
queleing system. so that customers move forward as servers
become free.
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We shall consider only queneing models formed by varyving
the three features mentioned above. i general we assume that
arrivals ocenr singly and at random.

A quene will be characterised as follows to deseribe 1ts
three features. Firstly we specify the inter-arrival time, e.g.
Poisson process/exponential, written as M (for Markovian).
deterministic (Axed interval) D), general (unspecified) G, ete,
similarly we specify the service time.  Finally we state the
mumber of servers.

FExamrrLe 4.1.1. A Jocal bank has two cash dispensers. A
customer arrives and joins a central quene for both machines
(or uses a machine if one is free). Assuming it always takes
the same time to use a machine, and that customers arrive at
random. specify the queneing svstem.

SOLUTION. “Arrive at random’ means arrivals are a Polsson
process, M. Service time constant: ‘D Two servers. The
quene is M,/ D /2. 1

The simple queue

Custommers arrive singlv, independentlyv of one another at a
service point. We assume that thev arrive as a Poisson process,
with arrival rate A, This 1s equivalent to the distribution of
the inter-arrival titne being exponential with parameter A
This is a reasonable model for banks and supermarkets.
but not for cinemas. where arrivals cluster near the time when

filins start.

If the server 1s free. the customer goes straight to the
server and 15 served hmmediatelv.  Otherwise they join the
end of the quene. Cnstomers are served in the order of their
arrival. We define the following.

o The service time 1s the time the enstomer takes to be
served onece he/she reaches the server.

o The waiting fime is the time for all enstomers ahead of the
new arrival to be served (ineluding the one at the server).

2 The quencing time = walting time + service time.
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Suppose that the service time is distributed exponentially,
with parameter p (Le. customers leave according to a Polsson
process it the queue is non-empty). g is the sereice rate of the
O LT,

For our sitnple model, the quene specification is M/N /1.

This is called the simple quene,

Queuing Theory deals with systems of the following type:

Server Process(es)

Input Output
Process
ﬁ

Typically we are interested in how much queuing occurs or in the delays at
the servers.

A standard notation is used in queuing theory to denote the type of system
we are dealing with.

Typical examples are:

= M/M/1 Poisson Input/Poisson Server/1 Server

= M/G/1 Poisson Input/General Server/1 Server

= D/G/n Deterministic Input/General Server/n Servers

= E/G/w Erlangian Input/General Server/Infinite Servers

The first letter indicates the input process(M = Memoryless = Poisson)

, the second letter is the server process and the number is the number of
servers.

The simplest queue is the M/M/1 queue

Memoryless=Poisson/Memoryless=Poisson/1 server
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Example 1

Cars pass a certain tree on a quiet country road at an average rate of one every two
minutes.
(a) What is the probability that exactly live cars pass the tree in ten minutes?
(b) What is the probahility that exactly five cars pass the tree in ten minutes, given
that in the first five of these minutes one car passes the tree?
(¢} What is the probability that in all of the periods 10.00-10.02, 10.02-10.04, 10.04
10.06, 10.06-10.08, 10.08-10.10, at least one car passes the tree?
(d) Would a Poisson process be a good model for a busy road? Explain.

Solution

The Poisson process has rate A = 005 per minute.

I:‘;'L:I /\‘." -0 o= ]|| l_) =T
=44} Ol

- i G2

PIX{(10) =5) =« 5___11 7

[}

el

e 5 = (-1
|:]J:| We want the conditional ||1'u|1'r1|3'1|'1l,‘-' that in the latter five minntes I'.\"rl:'lh' fonr cars pass the tree,
.:_',-1‘.'I'I| l||r‘|l I car passes in l]|c' Hrst fve minutes. [[::\\';-\'.-1'_ ts l||l' 'III'IIIIIJ':"I'H of ]Ullihlh‘ of l]|l' Process
in disjoint time-intervals are independent random variables, the conditional probability here equals the
unconditional ]‘:I'H]JH]Jilil_\'. Le. we just want the ||1'n|rr'||3i|il_‘-' that in the latter Gve minutes exactly fonr
cars pass the tree. As Af = 0.5 < 5 = 2.5, this is

P(X(5) =4) =25 (2:5)* [J;)'Jr 25~ ().1336.
o ' 1! 354

i{c) The ||1'n|:sl|3i|il_\' that at least one car passes the tree in a given 2-minnte |Uc'1'icl|l ig ] —g—0"8%2 1—e 1.
As the munbers passing the tree in separate periods are independent, the probability that at least one
car passes i each of 5 non-overlapping two-minute periods is (1 —« 1_35 = 1.6321% = 0-1009.

id) No. Cars prevent other cars passing for a short time-period. until the road-space oceupied by the
brst car is clear. So the assumption of independent numbers of points occurring in disjoint time-intervals
15 L'i(l]ill('ll_

Example 2

A certain large ]]IIIJ has three entrances: the front, the back and the side doors. The
landlord thinks that during lunchtime customers arrive at rate one per minute throngh
the front door, one everv two minutes through the back door and one every three minutes
through the side door, and models this by a Poisson process for each entrance. The pub
opens at 12.00. What is the probability of cach of the following events?

(a) No customers arrive throngh the front door by 12.06.

(b) No customers arrive throngh anyv door by 12.06.

(¢} Exactly five customers arrive in the pub by 12.06. given that exactly two came

through the front door.
['cl'] At least two customers enter |>_\' cach door ]J_\' 12,006,
(¢} The second customer to enter the pub comes in through the back door.
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Solution

{a) The numhber arriving throngh the front door in 6 minutes is Poisson of parameter 1 % G B, =0 the

|1|'Illj}llji|il.'-,' that none arrive is « 6 o~ (-00248.

(b) The munber arriving throngh any door is a pooled Poisson process of rate

and the |1|'|||J;||Ji|il_‘-.' that none arrive is ¢ = 0.0000167.

(ey We want the conditional ||I'u|\;||\i|i|_'\' that 3 customers enter l|||'u||j_'.|| the back or side doors |\.'\'
12.06, given that 2 enter throngh the front door. As the numbers entering throngh the three doors are
mdependent, the conditional probability equals the unconditional probability. Entry throngh the hack
or side doors is a pooled Polsson process of rate

I
o
&)

P —

per mimite, =0 the number arriving in the G-minute period is Poisson of parameter

and the probahility that exactly 3 arrive is

5 125 .
—e Y = — 7 = (140,
who

(d) The munbers entering |J_'-.' the three doors in the G-minute |u'|'iu|| are illtl\'|J"||I|"||| Poisson random

variables of parameters

respectively, so the probability that all these random variables are at least 2 is

(1—e 8 —6e B 1l—e3—3 3l —e2=-22)=(1-Te (1 — 4

= (L9826 = (8009 =< 05940 = (- 467,

e The |||'-J|Ji||1i|ilf-.' that the second Lor any other) customer enters l|||'u||:_'.|| the back door is

1 I G 3

2 lx =" 0-273
T3i-I=35 LU
l+5+ 3 2 | 11
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